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INGREDIENTS OR f. THEORY OF INSTRUCTION-

Richard C. Atkinson

Stanford University

The term "theory of iasc u Lion" has been in widespread use for over a

decade and during that time has acquired a fairly speLific meaning. By

consensus it denotes body cif theory concerned with optimizing the learning

process; stated o ise, the goal of a theory of instruction is to pre-

scribe the most effective methods for acquiring new information, whether in

the form of higher-order concepts or rote facts. Although usage of the term

is widespread, there is Diutgreinetrt on the requirements for a theory of

instruction. The literature provides an array of examples ranging from

speculative accounts of how children should he taught in the classroom

formal mathe.iv

computer -controlled ins limn. ch d

Lise Or-

sity is he srl.triv to focus on

only one approach would nor be productive in rho lung run. I prefer- to u,e

the term "theory of instruction" to encompass both experimental and

theoretical research, with the theoretical work ranging from general

speculative accounts to specific quantitative models.

The literature on instructional theory is growing at a rapid rate. So

much so that, at this point, a significant contribution could be made by

someone willing to write a book summarizing and evaluating work in the area.

reminded here of Hilgard's book, Theories of LeaLaiaa first publishes

in 1948; it played an pc t role in the development of learning theory

by effectively summarizing alternative approaches and placing them in

perspective. A book of this type is needed now in the area of instruction.

My intention in this paper is co present an overview of one of the chapters
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that I woulo like to s = A..nc i ,w.o in sAls_oi A booK;

might be "A decision -the ret .c analysis of instraL

shall consider ti-' fqcl,_ that f LO he

instructional strategies and t en

ele a theory o instructiol

his analysts to

A DECISION-TUD ETLC AN1L SiS OF IN UCTIO=

ly,

the key

The derivation of an optimal strategy requires that the instructional

problem be stated in a form amenable tc a d on-theoreti analysis.

Analyses based on ory ya- somewhat from = Ield to field- but

the same formal element- can be found in most _hem. As a sta-=t_in , point

it will he useful to I iky thes elements in a general way, and then

relate t

The actions tLit the

ituat f-;11.c

a-maker can tranE- zho

state of nature.

3. The transformation of the state of nature that results from each

action.

The cost of each action.

5. The return resulting from each state of nature.

In the context of instruction, these elements divide naturally into three

groups. Elements 1 and 3 are concerned with a description of the learning

process; elements 4 and 5 specify the cost-benefit dimensions of the

and element 2 requires that the ictienal actions from which the decision

maker is free to chose he precisely specified.

1
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Fc-)t the dec.L3loh pr ems Lti,( 1 L U. LI F kCiIrIIL I .Tinu 7

require that a model of the learning process exi_st :is usually uatural

to identify the states ot :-.ature with the :,earniUg stAces cc u udent.

Specifying the tran6lormatioh of the states of nature caused by the ac._ _s

of the decision-maker i tantaniount to constructing a modoi or learning for

the situation under conAideration. The learn inc mode' eill ho

to the extent chat the Acate of learning I:1 imperfect l,7 ob8ecvde or the

transformation of the state of learning that a given instructional action

will cause Is not completely predictable.

The specification of costs and returns in an Instrut. (;-al situation

(elements 4 and 5) tends to be straignvforward when examined on a F,ilort-I:orm

basis, but virtually intractable Over the long-erm ne

reading skills, out seohitioa,:ed (',ecermioation or iThe 1,11-vy-7.0fm

of these aKills co the Individual ano society are dikliClij LC: mao.

is an important role for detailed economic analyses of the 1.

of education, but such studies deal with issues at a more global level Chan

we shall consider he.,. The present analysis will be limited to those

costs and returns directly related to a specific instructlonal task.

Element 2 is critical in determining the effectiveness of a

theory analysis;analysis; the nati.re of this element can be indicated by an example.

Suppose we want to design a supplementary set of exercises for an initial

reading program that involve both sight-word identification and phonics.

Let us assume that two exercise formats have been developed, one for trr-;Lrr
on sight words, the other for ohonics. Given thse fotJaats uhc.re are man .

ways to design an overall program. A variety or optimization problems
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can be generL zed y ng 14 O. ttIt i11 and ha; it
to be determined in a teoreticaliv o)timaT manner

. e:(amoie. r m,;,/

be desiabl4 to determine now the time avn.,,.innic shoutd be

divided between phonics and sight word recognition, with all nz,:er features

of the zurriculum trixed A more compled nnestLcn wctiln be to dc,.,zerre

he ontinc L oderinr.- tt ,h0. oi exercis,-,c is :-Aidition 1-ho ontimal

lliocatJen of time_ tt von !c it oas ? ro

optimization problems An this manner. The main point is that varying the

set of actions from which the decilon maker is free to chose rhsr

decision problem, even though the orhor olomnus r..mato the

Once these fi-,e elpmenrs have been stiecified, the next task is

derive the optimal strategy rot the larning model the:

T G
-1

.2ompetirg candatee tor strategy can tie

tasks hay 2 been ac,,,ompil,;h0., an xnir mien ctn hi des,gneJ deter!.-

which strategy its best. There Are several pOssihle dire,!tions in

proceed after the inival comparison of strategies, depending on the l'';o.:o-

of Ole experiment. If in' ne of the supposedly optimal ',T7V1:*7, :=07odiu

1.a-isfactory results, then further exTzeimew_al avalvsi 0:: the

of the underlying learblop, modes is indicated, New issues iaa Prise nver

if one of the procedures is successful. In the lecond example that we shafl

discuss, the successful strategy produces an unusually high error rac-,

learning, which is contrary Ito 'a widely accepted principle (:f primed
instruction (Skinner, 1968). When anomalies such as this occur , thee

suggest new lines of experimental :knohl,ry, And c,;tei: reotOre 4 referrOIL:1CO3_

of the learning model.'
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FOR A 'NSTRUCTION

Our discussion to -his point can be summarized by listing four criteria

that must be satisfied prior to the derivation of an optimal instructional

strategy:

1. A model of the learning process.

2. Specification of admissible instructional actions.

3. Specification of instructional objectives

4. A measurement scale that permits costs to be assigned to each

of the instructional actions and payoffs to the achievement of

rue

th.L6t,

onal objt Lives.

nL6 &IVeln d proe iatelp

generally i tastbt e L AnsLlu_i

far r =_CIJ4

tools have

if they exist.

The four criteria listed above, taken in conjunction with methods for

deriving optimal strategies, define either a model of struction or a

theory of instruction. Whether the term theory or model is used depends on

the generality of the applications that can be made. Much of my own work

has been concerned with the development of specific models fnr specific

structional tasks; hopefully, the collection of such models will provide

the groundwork for a general theory of instruction.

In terms of the criteria listed above, it is clear that a model or

theory of instruction is in fact eial case of what has come to be

known in the mathematical and engi e in lite- turtl. prima zorai

1cr Lsc:u Ing opt i
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theory or more si ply, control Lneury 'man, iaib,

development of control theory has progressed at a rapid race both

United States and abroad, but most of the applications involve engineering

or economic systems of one type or another. Precisely the same problems

are posed in the area of instruction except that the system to be controlled

is the human learner, rather than a machine or group of industries. To the

extent that the above four elements can be formulated explicitly, netnods

of control theory can be used in deriving optimal instructional strategies.

To make some of these ideas more precise, we shall consider two examples.

One involves a If sptons! - insensitive strategy and the other a restlonsenit__

strategy- A response - insensitive strategy orders the instructional matefA

without taking into account the student's responses (eAcept pc esibly to pr7wi.

correct ve feedback) a.a he progresses through the curricAom. In c,,ult

a response - sensitive strategy makes use the s s resporesponse nistory

in its stage-by-stage decisions regarding which curriculum 1;.atLrials ,u -

next. Response-insensitive strategies are completely specified in advance

and consequently do not require a system capable of branching during an

instructional session. Response-sensitive strategies are mole complex,

have the greatest promise for producing sign-ifiant gains for they mt:c

at least as good, if not better, than the comparable response- insensitive

strategy.

OPTIMIZING INSTRUCTION IN INITIAL READING

The first example is based on work concerned with the development of

computer-assisted instruction (CAI) program for teaching reading in the

primary grades (Atkinson & Fletcher, 1972). The program pro ides in ivid-

ualized Instruction in reading and is used as a supplement tee normal
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classroom teaching; a given student may spend anywhere frcmt zero to 30

minutes per day at a CAI terminal. For present purposes only one set of

results will be considered, where the dependent measure is performance on

a standardized reading achievement test. administered at the end of the

first grade. Using our data a statistical model can be formulated that

predicts test performance as a function of the amount of time the student

spends on the CAI system. Specifically, let F1(t) be student is performance

on a reading test administered at the end of first grade, given that he

spends time t on the CAI system during the school year. Then within

certain limits the following equation holds:

af blexp(=yit)

Depending on a student's particular parameter values, the mare time spent

on the CAI program the higher the level of achievulent at the end of the.

year. The parameters a, and y, characterize a given student and vary

from one student to the next; a and (u-s) are measures of the student's

maximal and minimal levels of achievement respectively, and y is a

of progress measure. These parameters can be estimated from a student's

response record obtained during his first hour of CAI. Stated otherwise,

data from the first hour of CAI can be used to estimate the parameters

$, and ), for a given student, and then the above equation enables us to

predict end-of-year performance as a function of the CAI time allocated

that student.

The optimization problem that arises in this situation is as fo1

Let us suppose that a school has budgeted a fixed mount of timer on tho

CAI system for the school year and must decide how to allocate the i
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among a class of n first-grade students. Assume, further, that all students

have had a preliminary run on the CAI system so that estimates of

parameters a, f3, and y have been obtained for each student.

Let ti be the time allocated to student Then the goal is to select

a vector (t1, t2,...,tn) that optimizes learning. To do this let us check

our four criteria for deriving an optimal strategy.

The first criterion is that we have a model of the learning process.

The prediction equation for Pi(t) does not offer a very complete account

of learning; however, for purposes of this problem the equation suffices as

a model of the learning process, giving all of the information that is

required. This is an important point to keep in mind: the nature of the

specific optimization problem determines the level of complexity that must

be represented in the learning model. For some problems the model must

provide a relatively complete account of learning in order to derive an

optimal strategy, but for 06 biems a simple descriptive

the sort presented above will suffice.

The second criterion requires that the set of admissible ins.tructicnai

actions be specified. For the present case the potential actions are simply

all possible vectors (t1, t2,...,tn) such that the L 's are non-negative

and sum to T. The only freedom we have as decision makers in this situat

is in the allocation of CAI time to individual students.

The third criterion requires that the instructional objectiv

.specified. There are several objectives that we could choose in this

situation. Let us consider four possibilities:

(a) Maximize the mean value of P over_the class of students.

I
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Minimize the variance of P over the class of students.

Maximize the number of students who score at grade level at the

end of the first year.

(d) Maximize the mean value of P satisfying the constraint that the

resulting variance of P is less than or equal to the variance

that would have been obtained if no CAI was administered.

Objective (a) maximizes the gain for the class as a whole; (b) aims to

reduce differences among students by making the class as homogeneous as

possible; (c) is concerned specifically with those students that fall

behind grade level; (d) attempts to maximize performance of the whole

class but insures that differences among students are not amplified by

CAI. Other instructional objectives can be listed, but these are, the ones

that seemed most relevent. For expository purposes, let us select (a

the instructional objective.

The fourth criterion requires that costs be assigned to each of the

instructional actions and that payoffs be specified for the instructional

objectives. In the present case we assume that the cost of CAI does not

depend on how time is allocated among students and that the measurement

of payoff is directly proportional to the students' achieved value of P.

In terms of our four criteria, the problem of deriving an optimal

instructional strategy reduces to maximizing the function

-n

8.exp(Y
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subject to the constraint chat

and

O.

This maximization can be done by using the method of dynamic.. programming

(Beliman, 1961). In order to illustrate the approach, computations were

made for a firs--grade class where the parameters ct, and y had been

estimated for each student. Employing these estimates, computations were

carried out to determine the time allocations that maximized the above equa-

tion. For the optimal policy the predicted mean performance level of the

class, P, was 15% higher than a policy that allocated time equally tudents

i.e. a policy where tj for all i and j). This gain repraL

stantial improv _e_ , the rawback that the variance ut Lha i= ;_cores

roughly 15% greater than for Ch- equal-Lime policy. This mean: if

are interested primer ly in raising the class vira we must let the

learners move ahead and progress far beyond the slow learners.

Although a time allocation that complies with objective (a) did cre

overall class performance, the correlated increase in variance lead

to believe that other objectives might be more beneficial. For comparison,

time allocations also were computed for objectives (b), and

presents the predicted gain in P as a percentage of P for the equal time

Insert Figure 1 about here

policy. Objectives (b) and (c) yield negative gains and so they sho .1 1 since
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Figure 1: Percent gains in ttte mean value of P when compared with an

equal-time policy for four policies each based on a different

instructional objective.
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their goal is to reduce variability, which is accomplished by holding

back on the rapid learners and giving a lot of attention to the :lo

ones. The reduction in variability for these two objectives, when compared

with the equal-time policy, is 12% and 10%, respectively. Objective (d),

which attempts to strike a balance between objective (a) on the one hand

and objectives (b) and (c) on the other, yields an 8% increase in P and

yet reduces variability by 6%.

In view of these computations, objective (d) seems to be preferred; it

offers a substantial increase in mean performance while maintaining a low

level of variability. AS yet, we have not implemented this policy, so

only theoretical results can be reported. Nevertheless, these examples

yield differences that illustrate the usefulness of this type of analysis.

They make it clear that the selection of an instructional objective should

not be done in isolation, but should involve a comparative analysis of

several alternatives taking into account more than one dimension of n

formance. For example, even if the principal goal is to maximize P,

would be inappropriate in most educational situations to select a given

objective over some other if it yielded only a small average gain while

variability mushroomed.

Techniques of the sort presented above have been developed for other

aspects of the CAI reading program. One of particular interest involves

deciding for each student, on a week-by-week basis, how time should be

divided between training in phonics and in sight-word identification

(Chant x Atkinson, 1972). However, these developments will not be Con-

sidered here; it will be more useful to turn to another example of a quite

different type.
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OPTIMIZING THE LEARNING OF A SECOND-LANGUAGE VOCABULARY

The second example deals with learning a foreign-language vocabulary.

A similar example could he given from our work in initial reading, but

this particular example has the advantage of permitting us to introduce

the concept of learner-controlled instruction. In developing the example

we will consider first some experimental work comparing three instructional

strategies and only later explain the derivation of the optimal strategy.
5

The goal is to individualize instruction so that the learning of a

second-language vocabulary occurs at a maximum rate. The constraints imposed

on the task are typical of a school situation. A large set of German-English

items are to be learned during an instructional session that involves a

series of trials. On each trial one of the German words is presented and

the student attempts to give the English translation; the correct trans-

lation is then presented for a brief study period. A predetermined number

als is allocated for the instructional session, and after an irt_e ening

period of one week a test is administered over the entire vocabulary. The

optimization problem is to formulate a strategy for presenting items du_ n.

the instructional session so that performance on the delayed test will be

maximized.

Three strategies for sequencing the instructional material will he

considered. One strategy (designated the random-order strategy) is simply to

cycle through the set of items in a random, order; this strategy is not

expected to be particularly effective but it provides a benchmark against

which to evaluate others. A second strategy (designated the learner-

controlled strategy) is to let the student determi e for himself how b

to sequence the ms vial. In this mode the student decides on each trial
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which item is to be tested and studied; the learner rather than an external

controller determines the sequence of instruction. The third scheme

(designated the response-sensitive strategy) is based on a decision-theoretic

analysis of the instructional task. A mathematical model of learning that

has provided an accurate account of vocabulary acquisition in other experi-

men - is assumed to hold in the present situation. This model is used to

compute, on a trial-by-trial basis, an individual student's current state of

learning. Based on these computations, items are selected from trial to

trial so as to optimize the level of learning achieved at-the termination

of the instructional session. The details of this strategy are complicated

and can be more meaningfully discussed after the experimental procedure

and-results have been presented.

Instruction in this experiment is 'ed out under computer control,

The students are required to participate in two sessions: an -uctional

session of approximately two hours and a briefer delayed-test session

adMinistered one week later. The delayed test is the same for all students

and involves a test over the entire vocabulary. The instructional session

is more complicated. The vocabulary items are divided into seven lists

each containing twelve German words; the lists are arranged in a round-robin

order (see Figure 2). On each trial of the instructional session a list is

Insert Figure 2 about here

displayed and the student inspects it for a brief period of time. Then one

of the items on the displayed list is selected for, test and stud`. In the

random-order and response-sensitive conditions the item i selected by
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computer. In the learner - controlled condition the item is chosen by the

student. After an item has been selected for test, the student attempts

to provide a translation; then feedback regarding the correct translation

given. The next trial begins with the computer displaying the next list

in the round-robin and the same procedure is repeated. The instructional

session continues in t fashion for 336 trials (see Figure 3).

Insert Figure 3 about here

The results of the experiment are summarized in Figure 4. Data are

Insert Figure 4 about here

presented on the left side of the figure for performance on successive

blocks of trials during the instructional session; on the right side are

results from the test session administered one week after the instructional

session. Note that during the instructional session the probability of a

correct response is highest for the random-order condition, next highest for

the learner-controlled condition, and lowest for the response- sensitive

condition. The results, however, are reversed on the delayed test. The

response-sensitive condition is best by far with 79% correct; the learner-

controlled condition is next with 58%; and the random-order condition is

poorest at 38%. The observed pattern of results is expected. In the

learner - controlled condition the students are trying, during the instructions!

session, to test and study those items they do not know i should have a
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Display first List
of 12 German Words

Start
Instructional

Session

Select One Word
on Displayed List
for Test

Display Next List

in Round-robin
of Lists

0

Evaluate Student's Response
to Tested Word. If Correct
so Indicaie; If Incorrect
so Indicate and Provide
Correct Translation

Has
Each of the Seven Lists
Been Displayed 48 Times ?

Terminate
_rucflonot
Session

Yes

14A

Figure 3: Flow chart describing the trial sequence during the instructional

session. The selection of a word for test on a given trial

(box with heavy border) varied over experimental conditions.

I
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lower score than students in the random -order condition where testing is

random and includes many items already mastered. The response-sensitive

procedure also attempts to identify for test and study those items that

havt not yet been mastered and thus also produces a high error rate during
-44121.-

the instructional session. The ordering of groups on the delayed test is

reversed since now the entire set of words is tested; when all items are

tested the probability of a correct response tells us how much of the

list actually has been mastered. The magnitude of the effects observed on

the delayed test are large and of practical significance.

Now that the effectiveness of the response-sensitive strategy has been

established, let us turn to a discussion of how it was derived. The strategy

is based on a model of vocabulary learning that has been investigated

in the laboratory and shown to be quite accurate (Atkinson & Crothers, 1964;

Atkinsbn 1972). The model assumes that a given. item is in one of three

states (P, T, and U) at any moment in time. If the item is in state P then

its translation is known and this knowledge is "relatively" permanent in

the sense that the learning of other vocabulary items will not interfere

with it. If the item is in state T then it is also known, but on a

"temporary" basis; in state T other items can give rise to interference

effects that cause the item to be forgotten. In state U the item is not

known and the student is unable to provide a translation. Thus in states P

and T a correct translation is given with probability one, whereas in

state U the probability is zero.

When a test and study occurs on a given item the following transition

matrix describes the possible change in state from the onset of the trial
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to its termination;

p T

16

Rows of the matrix represent the state of the item at the start of the trial

and cola s its state at the end of the trial. On a trial when some other

item is presented for test and study, a transition in the learning state of

our original item also may take place; namely, forgetting is possible in

the sense that if the item is in state T it may transit into state U.

This forgetting can occur only if the student makes an error on the other

item; in that case the trans5tion m tri x applied to th original item is

as follows;

p

T

U

P U

0

0

To summarize, consider the application of matrices A and F. to some specifi.

item on the list; when the item itself is presented for test and study

transition matrix A is applied; when some other item is presented that

elicits an error then matrix F is applied. The above assumptions provide

a complete account of the learning process. The parameters in matrices

A and
At
F measure the difficulty level of a German-English pair and

across items. On the basis of prior experiments, numerical estimates

these parameters exist for each of the items used in the experirnen
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As noted can formulation of a Ffratery reouires that ye be

precise about the quantity to be maximized: Per the present task, the goal

is to maximiz.e the number et iremr, rori-ecf:lv tranrIalL,,, en to deived test

To do this, a theoretical ,relationship must be specified between the slate

of learning at the end of the instructioniC sicu and performaree on

the delayed test. The :isumptior mcde hest, that clly those items in

state P at the end of the instructional session wiil be translated correctly

on the delayed test; an item in state T i presumed to be forgotten during

the intervening week. Thus, the problem of maximi;Jng delayed-test perfor-

mance involves, at least in theor,, maximizing the number of item* in state

P at the termination of the instructional session,

Having numerical values for parameters and knowing the student's resaonse

hlsto, it is r

more precisely, the It aruicc model c't, i dnrive ar nnci,

turn, comp the Frobili!io5_, cf heine in et

at the start of trial n, c:ondkiellalized on the studeilt, rospone

up to and including trial n-l. Given numerical estimates of these probahilfiLt,

a strategy for optimizing performance is to 6elect that item for telii.tncati-r1

(from the current display list) that has che ,,zreatest probability of mar f,11;).

into state P if it is tested and studied on the trial. This st.ratey has

been termed the one-stegeoptimization procedure because it looks ahead one

trial in making decisions. The true optimal policy i.e., an N-st)p

cedure) would consider all possible item-response sequences frr the

trials and select the next item so as to maximize the number of items in

state P at the termination of the instructional sasiot-.. F-

case the N-stage policy cannot he applied beLas'e the riecssay

I
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are too time consuming eve,A tor a i og, ec,pater. Fortanatul':. A:)nte

studies indicate that Lilo cno-stage policy !.s a good drproximatOn to taw

optimal strategy for- a va.iety oi I'Lo:Kov 1earW.1i:4 mod . it was IA tiiis

reason, as well as the relative o of .,:omputing, toat the one -ago pro-

cedure was employed.' The computatic,Ini oreenure neAcribed ah,)ve was

implemented on tho computer and neritted deci3Ons 0 hO maue on-Line

for each student on a trial-by-trial bdsis.

The response-sensitive strategy undoubted can be improved upon by

elaborating the learning model. Those familiar with developments. in Learning

theory will see a number ot ways of intronucim-2, more compi.xltv into the

model and thereby iucteain,A its precision. We wiLl not pursue uch con

siderations here, however, since our reason for presenting the crimple was

not to tneoviza a0out J.
simple learning model C4u no usoi lciine Ln lur;t1=1 ia

CONCIPOING REMAUS

Hopefully, LIIPz 'i

ing an optimAl sLrargy rtt- iUsLtin ili. hoih 0xImp!f,,4

simple probrrs .nod thun runt Ldlci hti! I

have been madE or that are clehri,! cjte it 1:oldd he a mistako, hr.)461,

to conclude that this approach offers a s.-.11Litiov, to p::oblems rac

education. There are some fundamet:Al Lhar limit th.i, aoruorc ii

of the work.

The major obstacles may be ide-icitd Jr L.-ti; fc_.;= EL

we specified as prerequisio:.as or or oprlirun -:Lrategy. Tht

concerns the formulation of lea.4:11u 4-60 tba(.

I
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totally inadequate to explain the subtle way_ by which the human organism

stores, processes, and retrieves information. Until we have a much deeper

understanding of learning , ation ot truly OCtLVe strategies

Will not be possible. However, an all-inclusive theory is not a

neededprerequisite for the deve.lnpment of optim 1 proced

instead is a model that capture=s the essential f atures of that part of the

learning process being tapped by a given Instructional task. Even models

that may be -ejected on the basis of laboratory investigation can be useful

in deriving instructional strategies, The two learning models considered in

this paper are extremely simple, and yet the optimal strategies they genera

are quite effective. My own preference is to formulate as complete

learning model as intuiti n and data twill permit and then use that m del to

investigate opiima,t_ prouedu-e; ahen u

represented in the form of mat :teal equations but ocherwi,s as

f statements a computer -simulation pr(* am= the main point is that the

development of a theory of nstruction cannot progress if one holds the view

that a complete theory of learning is a prerequisite. Rather, advances in

learning theory will a f fect the developm,nt of a theory of in trt ction, and

conversely the development of a theory of instruction will influence rasearli

on learning.

The second crit=erion for deriving an optimal strategy requires that

admissible instructional actions be clea-ly specified. The set o r

instructional _inputs places a definite limit on the effectiveness f the

optimal strategy. In my opinion powerful instructional strategies must

necessarily be adaptive; that is, they must be sensitive on a moment -to -

moment basis to a learner`s unique response history. My judgment on this
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matter is based on limited experience, restricted primarily to resoaroh on

teaching initial reading. In this area, however, the evidence seems to he

absolutely clear: the manipulation of method variablos accounts for only

a small percentage of the variance when not accompanied '-u! instrnctional

strategies that permit individualization Method variables like the modified

teaching alphabet, oral readlog, ho linguistic approach, and others

undoubtedly have beneficial effects. However, these effects are minimal

in comparison to the impact that is possible when instruction is adaptive

to the individual learner. Significant progress in dealing with the nation's

problem of teaching reading will require individually presqribod programs.

and sophisticated programs will necessitate some Oogre of computer jslmr-

vention either in the form of CAI or computer-managed instruction. As as

corollary to this point, lz i evi don!: From obi.:vnrs!,,,,,

CAI Reading Program that the moro ,IFfeeti9 the 8dPv,tie rtrat

important are extrinsic motivators. Motivation is a variable in any

learning, but when the instructional process is truly adaptive the

progress is sufficent reward in its own right.

The third criterion for an optimal strategy deals with instructional

objectives, and the fourth with cost-benefit measures. In the anolvsf;

presented here, it was tacitly assumed that the curriculum materini

taught is sufficiently beneficial to justify allocating time to it. Forther,

in both examples the costs of instruction were assumed to he'rhe! t&ce or

all strategies. If the costs of instruction are equal for all stratogies

they may be ignored and attention focused on the comparative benefits C7;

strategies. This is an important point because it 507eatly simplifies tbf!

analysis. If both costs and benefits are significant variables, then it
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is essential that both be aocuratel estimated. Thi is oftep to

dc When one of these quantities can be ignored, it suffices if the other

can be assessed accurately enough to order tNe possib1 outcomes, As a

rule, both costs and benefits must he weighed in the' analysis, and fre-

quently subtopics within a curriculum vary significantly in their importance.

In some cases, whether or not a certain topic should be taught at all is the

critical question. Smallwood (1971). has treated problems similar to the

ones considered in this article in a way that includes some of these factors

in the structure of costs and benefits.

My last remarks deal with the issue of learner-controlled instruction.

One way to avoid the challenge and responsibility of developing a theory of

instruction is to adopt the view that the learner is the best judge of what

to study, when to study, and hi' -o stud,7. T am alarrv!d.bv thp mic fir

individuals who advocate this position ,eqnite a great deal of negative

evidence. Don't misinterpret this remark. There obviously is a placo fer

the learner's judgments In making inT.!ructional decis.ions. In seve-rnl CA!

programs that I have helped develop the learner plays an important role in

determining the path to be followed through the curl': 'um. However, using

the learner's judgment as one of several items of infermatina in making an

instructional decision is quite different from proposing that the learner

should have complete control. Our data, and the data of others, indicate

that the learner is not a particularly effective decision maker. Acwil-r4,

against learner-controlled programs are unpopular in the nresent climae

opinion, but they need to be made so that we will not be seduced by the

easy answer that a theory of instruction Is not recuired because, jh n

be a better judge of what is best for the student than the -3turlent himelf"
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The aim of this paper WAS tO illutr?Jte thc: Laps i:iv::,:i in driving

an optimal strategy and their implicatias iov a Li-t) .,_t: :intruCticm. I

want to emphasize a point mte at thi outet--,lam tLrit 1J1e, =4:it-i' is

only one of many that needs to be puued. nbvi.:Aislv the main 01.stacie

is that adequate theories as Yet do not exist for the learning prbeos

that we most want to optimize. However, as Lbe examples iral:Wate, analyses

based on highly simplified models can be useful in ibeacifying problems and

focusing research efforts. It seems clear that this type of research is

necessary component in a program designed to develop a general theory of

instruction.
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IA briefer version of this paper was presented as an invited address at

the meetings the American Educational Research Association, Chicago,

April, 1972. This research was sponsored in part by National Science

Foundation Grant No. NSF CJ -443X2 and by Office of aval Research Contract

No. NO0014 67-A-0112-0054.

2
Requests for reprints should be sent to Richard C. Atkinson, Department

3

of Psychology, Stanford University, Stanford, California 94305.

See, for example, Smallwood (1962), Carroll (1963), Hilgard (1964

Bruner (1966), Groen and Atkinson (1966), Crothers and Suppes (1967),

Gagne (1970), Seidel and Hunter (1970), Pask and Scott (1971), and

Atkinson and tLs n (1) 72).

-For-For -re extensive di. scus slon of of the minta soo

Paulson 72), Calfee (1970) . Dear, et al. (1967

Smaliwo 1971).

ubsc (1970), and

5
A detailed account of this research can he found in Atkinson (1972).

6
The student's response history is a record (for each trial) of the item

presented and the response that occurred. It can be shown that a itieY!

history exists which contains only the information necessary to e

the student's current state of learning; the sufficient Ls a tunction

of the complete -tory and the assumed learning model. For

considered here the sufficient history is ,fairly simple cannc he

readily described without extensive notation.
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7
-F- discursion of one-stage and N-stage policies and 4onte Carlo studies

eomparilg them, see Green and Atkinson (1966) , Calfee (1970) , and Laubseh

(1970).
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